U.S. CYBERSECURITY AND DATA PRIVACY OUTLOOK AND REVIEW – 2019

To Our Clients and Friends:

In honor of Data Privacy Day—an international effort to raise awareness and promote privacy and data protection best practices—we offer this seventh edition of Gibson Dunn’s United States Cybersecurity and Data Privacy Outlook and Review.

In recent years, companies have been challenged to navigate a rapidly evolving set of cybersecurity and privacy challenges. If anything, the pace of this evolution increased in 2018. Federal agencies jockeying for prominence were joined by an increasingly active set of state Attorneys General and other state regulators in enforcing privacy and cybersecurity standards. The California Consumer Privacy Act brought privacy regulation in the United States one step closer to prescriptive European-style controls. With greater frequency, the plaintiffs in privacy class actions survived early attempts to dismiss their claims. Biometric information privacy acts were an active battleground for litigation. And questions regarding the government’s ability to access data, whether stored on servers outside the United States or on a cellphone in a target’s possession, came into sharp legislative and judicial focus.

This Review places these, and other, 2018 developments in broader context, addressing: (1) the regulation of privacy and data security, including enforcement by federal and state authorities, new regulatory guidance, and key legislative developments; (2) trends in civil litigation, including privacy class actions, interceptions and eavesdropping, biometric information privacy acts, device hacking, and the development of the cybersecurity insurance market; and (3) the collection of electronically stored information by the government, including the extraterritoriality of subpoenas and warrants and the collection of data from electronic devices. While we do not attempt to address every development that occurred in 2018, this Review focuses on a number of the most significant developments affecting companies as they navigate the evolving cybersecurity and privacy landscape.

Our companion International Cybersecurity and Data Privacy Outlook and Review addresses a number of developments of interest to U.S. and international companies alike. These include the entry into force of the European Union’s General Data Protection Regulation (“GDPR”), challenges to the EU-U.S. Privacy Shield framework, further developments around the EU Directive on the Security of Network and Information Systems (“NIS Directive”) and the EU ePrivacy Regulation, and changes to the privacy and cybersecurity legal landscape in Brazil, Canada, and China, among other countries.
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I. REGULATION OF PRIVACY AND DATA SECURITY

A. ENFORCEMENT AND GUIDANCE

1. Federal Trade Commission

The Federal Trade Commission (“FTC” or “Commission”) remained one of the most active and aggressive regulators of privacy and data security in 2018. Operating with new Commissioners and new leadership, the FTC announced eight enforcement actions related to privacy and data security issues as well as a broad-ranging policy review. We address highlights from each of these developments below.

a. Leadership Changes and Policy Review

This year saw an overhaul of the FTC’s leadership as President Trump appointed a new Chairman and filled each of the remaining four commissioner seats with new appointees. After a lengthy period during which the Commission was operating at less than full strength, on May 1, 2018, Joseph Simons was sworn in as Chairman of the FTC.[1] Simons previously served in roles at the FTC as Director of the Bureau of Competition, Associate Director for Mergers, and Assistant Director for Evaluation.[2] He was joined by new four Commissioners—Joshua Phillips, Rebecca Kelly Slaughter, and Rohit Chopra, who were confirmed in May,[3] and Christine S. Wilson, who was confirmed in September (to fill departing Commissioner Maureen K. Ohlhausen’s seat).[4]

The priorities of the newly constituted Commission remain unclear, but there are strong indications that changes may be forthcoming. As the FTC attempts to balance the current Administration’s push for deregulation, growing public pressure for additional privacy enforcement, and the agency’s institutional desire for prominence, the form those changes will take is not yet clear. Indeed, the Commission announced this fall that it would undertake a “comprehensive re-examination of the FTC’s approach to consumer privacy”—the first such review since 2012—as part of its ongoing “Hearings Initiative,” which is a series of policy reviews on a wide range of issues.[5] The FTC’s review of data security and
privacy issues has included public hearings and an invitation for comments, and will extend into spring of 2019.

b. Data Security and Privacy Enforcement

Even in the midst of these leadership changes and the policy review, the FTC has continued to announce enforcement actions in this space, in some tension with the purportedly business-friendly administration, although many of these enforcement actions notably included no monetary remedies.

**Toy Manufacturer.** In January 2018, the FTC pursued its first children’s privacy case involving Internet-connected toys.[6] The agency settled with a toy maker in a case alleging that the company violated the Children’s Online Privacy Protection Act (“COPPA”) by collecting personal information from children without notice or parental consent.[7] The FTC also alleged that the company failed to take reasonable steps to secure the collected data as required under COPPA and that it falsely stated in its privacy policy that personal information obtained through its platforms would be encrypted.[8] As part of the settlement, the company will pay $650,000.[9]

**Mobile Phone Manufacturer.** The FTC entered into a settlement with a mobile phone manufacturer in April 2018 over allegations that the company allowed collection of consumers’ personal information, such as the contents of text messages and location data.[10] The mobile phone manufacturer allegedly collected information without consent and despite promises that the data would be kept secure and private.[11] Specifically, the FTC alleged that the company falsely claimed that only data needed to perform requested services would be collected and that the company had implemented appropriate controls to safeguard consumer information, but in practice failed to do so.[12] The final settlement, which includes no fines or penalties, prohibits the manufacturer from making misrepresentations about its data security and privacy measures, and mandates that the manufacturer establish, implement, and maintain a data security program.[13]

**Financial Services Firm.** In May 2018, the FTC entered into a settlement with a financial services firm over allegations that the company failed to provide users of its payment service with information about users’ ability to transfer funds.[14] The service allegedly told users that money credited to their accounts could be transferred to bank accounts, without disclosing that the funds could be frozen or removed based on the service’s review of the underlying transaction.[15] The FTC also alleged that the service’s default settings misled consumers about the privacy options for their transactions.[16] The FTC also alleged that the service misrepresented its security systems and violated the Gramm-Leach-Bliley Act’s Safeguards and Privacy Rules by failing to maintain adequate security measures and failing to send privacy notices to consumers.[17] The final settlement, which includes no fines or penalties, prohibits the service from misrepresenting any material restrictions on the use of its service, its privacy control settings, and its level of security.[18] The order also requires the service to make disclosures to consumers relating to its transaction and privacy practices.[19] With respect to alleged Gramm-Leach-Bliley Act violations, the service is prohibited from violating the Safeguards and Privacy Rules, and is required to obtain biennial third-party assessments of its compliance for the next 10 years.[20]
**EU-U.S. Privacy Shield Enforcement.** The FTC brought five actions against companies regarding false claims of certification under the EU-U.S. Privacy Shield framework, which establishes a process to allow companies to transfer consumer data from the European Union to the United States.[21] In July 2018, the FTC settled charges with one company regarding allegations that the company falsely claimed on its website that it was in the process of being certified under the EU-US Privacy Shield framework. In fact, the company had allegedly started an application but had not taken necessary steps to participate in the framework. In September, the FTC announced it had reached a settlement with four additional companies over false claims of certification.[22] Each of the companies claimed to be in compliance with the Privacy Shield, despite allowing their certifications to lapse or never obtaining certification in the first place.[23] Each of the five settlements prohibits the companies from misrepresenting the extent to which they participate in any privacy or data security program, but did not include monetary payments.[24]

c. Eleventh Circuit Issues Important Decision in LabMD Case

As we highlighted in last year’s Review, a now-defunct medical lab company, LabMD, last year appealed an FTC order finding that the company failed to reasonably protect its customers’ personal information from data breaches and requiring implementation of a comprehensive information security program to prevent future breaches. This long-running case has been one of the highest-profile FTC data security enforcement actions, testing the boundaries of the FTC’s authority. The company, in pursuing the litigation, has argued forcefully that the FTC overstepped its enforcement authority because, among other reasons, no consumer was injured as a result of the data breach.[25]

In June 2018, the Court of Appeals for the Eleventh Circuit issued an important decision that held the FTC’s cease-and-desist order, which directed the company to implement a variety of security measures, was unenforceable.[26] In the decision, the court assumed, *arguendo*, that the company’s “negligent failure to implement and maintain a reasonable data-security program constituted an unfair act or practice under Section 5(a),” and therefore did not reach the question of whether consumers had been injured.[27] Nonetheless, the court held that even assuming the behavior was an unfair act or practice, the FTC’s order failed to enjoin any *specific* act or practice.[28] Instead, the Court held that the FTC’s order inappropriately required the company “to overhaul and replace its data security program to meet an indeterminable standard of reasonableness,” requiring the Court to vacate the order.[29]

By calling into question the FTC’s ability to fashion an enforceable order in data security cases, the Eleventh Circuit decision puts the burden on the FTC to define more clearly the conduct it is challenging and the remedies it seeks. Going forward, we will be watching carefully to see how the FTC structures its orders to navigate these issues.

2. Department of Health and Human Services and HIPAA

Despite operating with a lower budget in 2018 than in previous years, the Department of Health and Human Services (“HHS”) has continued its strong efforts to enforce patient privacy violations, including imposing its largest ever fine to date, while also considering major regulatory overhauls to the Health Insurance Portability and Accountability Act (“HIPAA”) regulations. But HHS is not the only entity
seeking to enforce healthcare privacy violations, as 2018 also saw the first multi-state data breach lawsuit brought by Attorneys General of several states alleging violations of HIPAA. These developments are addressed below.

a. HHS OCR Enforcement

There were several notable HIPAA-related settlements and judgments during 2018:

**Health Insurer.** In October 2018, a large health insurer agreed to pay HHS’s Office for Civil Rights (“OCR”) $16 million and take “substantial corrective action” in response to alleged HIPAA violations related to a series of cyber-attacks in 2015, whereby hackers obtained electronic protected health information (“ePHI”) relating to more than 79 million individuals.[30] The settlement almost tripled the previous high water mark for HIPAA enforcement settlements, which was set in 2016 and matched in 2017.[31] OCR justified its high settlement by alleging that the insurer “failed to implement appropriate measures for detecting hackers who had gained access to their system to harvest passwords and steal people’s private information.”[32] The insurer had allegedly “failed to conduct an enterprise-wide risk analysis, had insufficient procedures to regularly review information system activity, failed to identify and respond to suspected or known security incidents, and failed to implement adequate minimum access controls to prevent the cyber-attackers from accessing sensitive ePHI.”[33] Taken together, these alleged violations and the seriousness of data breaches in the healthcare space led HHS to seek the high settlement.

**Dialysis Provider.** In February 2018, HHS reached a $3.5 million settlement with a national dialysis provider following a series of five separate breach reports alleging incidents that occurred in 2012 at five different locations.[34] Emphasizing the need for performing risk assessments and risk analysis, HHS indicated that the “number of breaches, involving a variety of locations and vulnerabilities, highlights why there is no substitute for an enterprise-wide risk analysis for a covered entity.”[35]

**Cancer Center.** In June 2018, in a case that was not settled, an HHS Administrative Law Judge (“ALJ”) ruled against a hospital-based cancer center, finding on summary judgment that the cancer center had violated HIPAA following the theft or loss of a laptop and two USB thumb drives containing unencrypted ePHI in 2012 and 2013, and assessed a $4.3 million penalty.[36] Key to the ALJ’s ruling was the center’s purported failure to address its risk assessment findings related to encryption. Specifically, the ALJ found evidence that the center knew about the high risk to ePHI since at least 2006, stemming from the potential use of unencrypted devices, but failed to implement remediation until 2011, and even then did so inadequately.[37]

**Medical Records Company.** In February 2018, HHS OCR entered into a settlement that serves as a reminder that a covered entity’s obligations under HIPAA do not end when the company goes out of business, when it agreed to a $100,000 settlement with a now-bankrupt medical records storage company.[38] Even after the company went out of business as part of an unrelated litigation, HHS alleged that the company had allowed an unauthorized individual to transport PHI, and declared that the “careless handling of PHI is never acceptable,” agreeing to take the settlement out of the liquidated assets designated for distribution to creditors and others.[39]
b. Request for Public Comments on Reforming HIPAA

In addition to bringing enforcement actions, HHS also initiated a far-ranging review of HIPAA regulations, including asking for public comments on how it can amend HIPAA to “remove regulatory obstacles and decrease regulatory burdens in order to facilitate efficient care coordination and/or case management and to promote the transformation to value-based healthcare, while preserving the privacy and security of PHI.”[40] The request for comments includes 54 questions, and interested parties must submit comments by February 12, 2019.

c. State AGs Bring Multi-State Action Premised on HIPAA

Outside of HHS—in the first ever multi-state data breach lawsuit alleging violations of HIPAA—twelve state Attorneys General,[41] led by Indiana Attorney General Curtis T. Hill Jr., filed a complaint in Indiana federal court against a healthcare information technology company and its subsidiary related to a breach discovered in 2015 that compromised personal data of 3.9 million people.[42] Notably, the lawsuit alleges that the company failed to protect ePHI in the hands of its business associate after a breach related to a third-party web application run by the company.[43] The case was filed in December, 2018, and Gibson Dunn will continue to monitor developments.


In late December 2018, HHS released detailed guidance on cybersecurity practices in the healthcare space.[44] The publication was the result of a public-private taskforce that formed under a legislative mandate to develop practical and cost-effective cybersecurity guidelines.[45] While adoption of the practices outlined in the guidance is voluntary, informed implementation could supplement an effort to demonstrate reasonable care in a negligence case related to cybersecurity, while failure to do so could lead to allegations of failure to take reasonable care. The guidance includes two technical volumes—one for small organizations and one for medium and large organizations—that are organized under the 10 “most effective” cybersecurity practices as identified by the task force.[46] These practices are not intended to be exhaustive or applicable to every entity, and the document encourages tailoring cybersecurity controls to the specific healthcare entity.[47]

3. Securities and Exchange Commission

As anticipated, the Securities and Exchange Commission (“SEC”) devoted increased attention in 2018 to cybersecurity enforcement and to regulatory activity, particularly around cryptocurrency and initial coin offerings.

a. Cybersecurity and Data Breaches

SEC Guidance. In February 2018, the SEC announced new guidance to assist public companies in understanding their disclosure obligations with respect to cybersecurity risks and incidents and to highlight the importance of cybersecurity policies and procedures.[48] The guidance was the SEC’s first major pronouncement on these issues since 2011,[49] and the new guidance “reinforce[es] and expand[s]
the previous guidance,” including by emphasizing “the importance of cybersecurity policies and procedures and the application of insider trading prohibitions in the cybersecurity context.”

**Insider Trading Charges.** In March and June 2018, the SEC charged two employees of a credit reporting agency with insider trading in advance of the company’s September 2017 disclosure of a data breach affecting nearly 150 million people. Specifically, the SEC charged the credit agency’s former Chief Information Officer, and a former manager.[50] The manager was charged after he deduced that a website for an unnamed client affected by the breach was in fact for consumers of the credit reporting agency.[51] The charges underscore the importance of implementing internal policies and controls to prevent trading on non-public information related to cybersecurity incidents, and the personal risk to executives who make trades without disclosing such information first.

**Internal Accounting Controls.** In October 2018, the SEC issued a report cautioning public companies about the importance of internal controls to prevent cyber fraud. The report described the SEC Enforcement Division’s investigation into whether nine unidentified companies that were victims of cyber-related fraud had sufficient internal accounting controls in place to satisfy their obligations under Sections 13(b)(2)(B)(i) and (iii) of the Securities Exchange Act of 1934. The SEC ultimately decided not to pursue enforcement actions against the nine companies, but advised issuers and other market participants to consider cyber-related threats when devising and maintaining a system of internal accounting controls.[52] The report points to the SEC’s growing interest in corporate controls designed to mitigate cyber risks, and should be understood as a warning to public companies that future investigations could lead to enforcement actions.[53]

b. Cryptocurrency

In addition to regulatory efforts by other financial industry actors such as the Federal Reserve, the Commodity Futures Trading Commission, the Federal Deposit Insurance Commission, and state agencies, the SEC made regulation of cryptocurrencies and protection of investors from the risks associated with investment in digital assets a major focus in 2018.

In January 2018, the SEC filed a complaint against a cryptocurrency platform[54] and obtained a court order halting an allegedly fraudulent initial coin offering (“ICO”). For the first time in connection with an ICO, the court approved a receiver to secure various cryptocurrencies held by the platform.[55]

SEC Chairman Jay Clayton later testified before Congress, noting that the SEC monitors cryptocurrency-related activities of brokers, dealers, investment advisers, and other market participants it regulates. Clayton advised that ICO market participants should assess whether a coin or token is a security and, if a cryptocurrency is a security, must comply with the registration and other requirements of the federal securities laws.[56]

4. Other Federal Agencies

Although not as active or far reaching as actions by the FTC, HHS, or the SEC, other federal agencies also continue to make headlines in the data security and privacy space. This year in particular, there
were notable developments at the Federal Communications Commission (“FCC”), Consumer Financial Protection Bureau (“CFPB”), and Department of Defense (“DoD”).

a. Federal Communications Commission

i. FCC Robocall Initiative

The FCC and FTC joined together to host two events aimed at preventing illegal robocalls and caller ID spoofing. The agencies hosted a Policy Forum in March 2018 to discuss the challenges posed by robocalls and the efforts being taken by both agencies to protect consumers. The agencies also hosted a Technology Expo for consumers in April 2018, featuring technologies, devices, and applications to curb illegal robocalls. In announcing the events, leaders of both agencies highlighted the invasion of privacy consumers experience when receiving robocalls and the prevalence of consumer complaints on the issue.

ii. ACA Int’l v. FCC

As discussed in further detail in Section II.C. below, in March 2018, the D.C. Circuit issued a ruling that changes the rules for what constitutes an auto-dialer. The court held that the FCC’s use of the phrase “automatic telephone dialing system”—as interpreted in the FCC’s 2015 omnibus Declaratory Ruling and Order (the “omnibus order”)—was unreasonably broad under the Administrative Procedure Act (“APA”) because it effectively encompassed any uninvited call or message from any smartphone, due to smartphones’ potential to randomly dial numbers if a downloaded app could provide it such capabilities. The court also set aside as arbitrary and capricious the omnibus order’s imposition of liability for calling reassigned numbers without prior consent, even if the consent had been given by the number’s previous holder. The court upheld the omnibus order’s conclusion that “a called party may revoke consent at any time and through any reasonable means”—orally or in writing—“that clearly expresses a desire not to receive further messages.” In its decision, the court noted that the FCC was working to develop a new regime to avoid the reassignment issues involved in ACA International. As discussed below, the FCC approved new reassignment rules in June 2018.

iii. FCC Rulemaking

Slamming and Cramming. In June 2018, the FCC approved new rules relating to “slamming,” the unauthorized change of a consumer’s preferred telephone company, and “cramming,” imposing unauthorized charges on a consumer’s phone bill. The rule prevents phone companies from using deceptive tactics to obtain verification from consumers to switch service providers. Under the new rule, material misrepresentations will invalidate any alleged authorization given by a consumer to switch providers. Phone companies may face a five-year suspension from using third-party verification procedures for abusive practices.

Reassigned Numbers Database. In December 2018, the FCC adopted new rules to establish a reassigned numbers database. The rule will address unwanted calls to consumers caused by consumers who get a new phone and receive a reassigned number. Previously, businesses and other callers would call the consumer, looking for the holder of the number and not realizing the number had been reassigned.
reassigned.\textsuperscript{[71]} The rule establishes a single, comprehensive database with information provided by phone companies—and for callers who use the database, the rule will provide a safe harbor from liability for any calls to reassigned numbers caused by database error.\textsuperscript{[72]}

b. Consumer Financial Protection Bureau

In December 2018, the Senate confirmed Kathy Kraninger as director of the CFPB.\textsuperscript{[73]} Kraninger’s appointment follows a contentious battle between Trump appointee Mick Mulvaney, a critic of the agency, and deputy director Leandra English, who both claimed to be the lawful acting chief of the bureau.\textsuperscript{[74]} During her first day, Kraninger indicated a desire to distance herself from Mulvaney’s approach and promised that the agency “absolutely will take the enforcement actions to the full extent of the law and make sure we are protecting consumers.”\textsuperscript{[75]} Kraninger also stated that a priority is examining the bureau’s measures to secure the consumer data it collects.\textsuperscript{[76]}

The CFPB’s own security measures were called into question toward the end of 2017 after reports of a data breach, and the CFPB subsequently implemented a freeze on the collection of personally identifiable information (“PII”).\textsuperscript{[77]} In May 2018, however, acting director Mick Mulvaney lifted the freeze after an independent review concluded that the CFPB’s cybersecurity defenses were secure.\textsuperscript{[78]}

Given the changes in leadership, and Mulvaney’s efforts to scale back enforcement efforts, it is no surprise that the CFPB was not active in the enforcement area during 2018. In the wake of the data breach at a major credit reporting agency in 2017, for example, the company initially disclosed in its SEC filings that the CFPB was investigating the company. Since then, conflicting reports have claimed that Mulvaney declined to issue subpoenas or schedule interviews with the company’s leadership, even though the probe remains open.\textsuperscript{[79]}

c. Department of Defense

\textbf{Defense Department Cyber Strategy}. In September 2018, the DoD issued a Cyber Strategy report outlining the DOD’s “vision for addressing this threat and implementing the priorities of the National Security Strategy and National Defense Strategy for cyberspace.”\textsuperscript{[80]} The report identified key cyberspace objectives of the department,\textsuperscript{[81]} and explained that to achieve these goals, DoD will focus on developing cyber capabilities for warfighting and countering malicious cyber-attacks.\textsuperscript{[82]} This includes a focus on strengthening relationships with the private sector with advanced cyber capabilities to leverage the skills, resources, capabilities, and perspectives of those outside DOD.\textsuperscript{[83]}

\textbf{“Do Not Buy” List For Foreign Software Vendors}. In July 2018, the DoD announced its creation, with the help of the intelligence community, of a “do not buy” list for defense suppliers.\textsuperscript{[84]} The list identifies certain vendors whose software originates in Russia or China, with the aim of helping the industry “steer clear of potentially problematic” products, those which “don’t operate in a way consistent” with defense standards.\textsuperscript{[85]} The “do not buy” list is part of a larger effort by the federal government to prevent Russian and Chinese penetration into defense and industrial systems.\textsuperscript{[86]}
5. State Attorneys General

State Attorneys General continued to play a key role in data privacy and security matters this past year, acting at the forefront of concerted efforts to bring enforcement actions and regulate the technology industry.

a. Collaboration Among Attorneys General

In 2018, states continued the trend of coordinating enforcement efforts with each other to settle multi-state litigations involving large-scale data breaches. For example, as discussed above, in December 2018, eleven Attorneys General filed a federal complaint in the Northern District of Indiana against an electronic medical records company for violating provisions of HIPAA and state data and consumer protection laws when hackers stole protected health information relating to millions of individuals. The suit marks the first time Attorneys General joined to file an action stemming from a HIPAA-related data breach in federal court.[87]

b. Developments Within States

In May 2018, the New Jersey Attorney General announced plans to create a Data Privacy & Cybersecurity (“DPC”) Section within his office, under the authority of the Affirmative Civil Enforcement Practice Group, in response to increasing threats to online privacy.[88] The DPC Section will take over the work of privacy and data security investigations and litigation from the Office’s Consumer Fraud Prosecution section.[89]

Also in May 2018, the New Jersey Attorney General, in partnership with New Jersey’s Division of Consumer Affairs, entered into settlement with a Chinese app developer resolving the Division’s investigation into allegations that the company violated COPPA and the New Jersey Consumer Fraud Act (“CFA”) by collecting information from children under the age of 13 without parental consent.[90] The developer agreed to pay $100,000 in fines and change its apps to prevent the collection of children’s data.[91]

In June 2018, the New York Attorney General announced that several major business and consumer organizations endorsed the office’s Stop Hacks and Improve Electronic Data Security Act (“SHIELD Act”) of 2017. The Act would require companies to adopt “reasonable” safeguards for sensitive data and expand the categories of data triggering reporting requirements.[92] The Attorney General concurrently released a “Small Business Guide to Cybersecurity in New York State,”[93] which offers advice to small businesses on how to secure sensitive data and respond to data breaches.

In September 2018, the New Mexico Attorney General filed suit against several mobile app developers for allegedly collecting personal data from children under the age of 13 without parental consent in violation of COPPA as well as of state law.[94] The Attorney General expressed concerns that such data collection creates the “unacceptable risk of data breach and access from third parties” who may “exploit and harm” children.[95]
In December 2018, the D.C. Attorney General filed a lawsuit against Facebook alleging that the company allowed Cambridge Analytica to gain access to information on D.C. residents for use in targeted ad campaigns during the 2016 presidential election. The Attorney General’s complaint alleges violations of the District’s Consumer Protection Procedures Act.

6. New York Department of Financial Services

The New York Department of Financial Services (“NYDFS”) is the most active state cybersecurity regulator in the nation. As noted in last year’s Review, New York’s Cybersecurity Regulation, 23 NYCRR 500, proposed by NYDFS in September 2016, became effective March 1, 2017, and marks a sweeping effort to impose cybersecurity obligations on a broad set of regulated institutions.

Specifically, 23 NYCRR 500 applies to all entities licensed or otherwise regulated by NYDFS, including state-chartered banks, licensed lenders, private bankers, foreign banks licensed to operate in New York, mortgage companies, insurance companies, and, by extension, service providers to such regulated entities (“Covered Entities”).

All Covered Entities were already required:

- By August 2017, to designate a Chief Information Security Officer; implement an overall cybersecurity program and appropriate cybersecurity policies; regulate access privileges; develop an incident response plan; and be able to notify the Superintendent of Financial Services within 72 hours of a cybersecurity incident;

- By March 2018, to conduct a risk assessment; implement cybersecurity monitoring, testing, and personnel training; maintain effective controls, such as multi-factor authentication; and have the Chief Information Security Officer prepare a written report to the board of directors; and

- By September 2018, to develop and periodically update policies and procedures to secure in-house and externally developed applications; detect unauthorized access to, use of, or tampering with nonpublic information; and to implement limits on data retention, audit trails to detect and respond to cybersecurity incidents, and controls, such as encryption, to protect nonpublic information.

For certain of the above measures, the board of directors or a senior officer of the company must certify that the company is in compliance by next month, February 15, 2019.

In addition, by March 1, 2019, the final transitional compliance deadline, Covered Entities must ensure that the third-party vendors with whom they do business also have adequate cybersecurity policies. Specifically, Section 500.11 requires Covered Entities to “implement written policies and procedures designed to ensure the security of Information Systems and Nonpublic Information that are accessible to, or held by, Third Party Service Providers,” including “relevant guidelines for due diligence and/or contractual protections relating to Third Party Service Providers.”
The Superintendent of the Department of Financial Services, Maria T. Vullo, announced that the Department will incorporate cybersecurity in all of its regulatory examinations, including adding cybersecurity-related questions to “first day letters” (i.e., notices the Department issues to launch examinations of financial services companies).[103]

The Department has also ventured into an enforcement role. In June 2018, the Department, along with seven other state regulatory agencies, entered into a consent order with a national credit reporting agency stemming from its 2017 data breach. Although the order does not impose a fine, it requires the agency to develop a risk assessment, establish a formal internal audit program, and improve board oversight of information security, vendor management, patch management, and information technology operations.[104]

Additionally, on July 3, 2018, the Department adopted a new regulation, 23 NYCRR 201.07, requiring consumer credit reporting agencies (“CCRAs”) to register with the Department and to comply with the cybersecurity regulations under 23 NYCRR 500, with a final deadline of December 31, 2019, to comply with all requirements, including section 500.11.[105]

Other states are expected to follow suit in enacting similar cybersecurity regulations.[106]

B. LEGISLATIVE DEVELOPMENTS

1. Federal Legislative Developments

2018 saw a flurry of congressional activity in the area of cybersecurity, particularly compared to 2017. The most significant piece of privacy legislation to be signed into law was the Clarifying Lawful Overseas Use of Data Act (“CLOUD Act”) (see Section III.B.). In addition, Congress reauthorized Section 702 of the Foreign Intelligence Surveillance Act (see Section III.C.) and took steps towards addressing cybersecurity, data privacy, and robocalling, though few of those bills have become law.

a. Enacted Legislation

i. The CLOUD Act

As discussed further in Section III.B. below, on March 23, 2018, Congress passed, and President Trump signed into law, the CLOUD Act,[107] which amends the Stored Communications Act of 1986 (“SCA”)[108] to allow the federal government to obtain warrants to compel service providers to turn over customer data stored outside of the United States and enter into bilateral data-sharing agreements with foreign governments for law enforcement purposes. Service providers would be permitted to move to quash warrants obtained by the government if there is a material risk that compliance with the request would violate the laws of a foreign government.[109] As discussed further in Section III.B., the legislation stemmed from litigation between the federal government and a prominent tech company that had reached the U.S. Supreme Court.[110]

The CLOUD Act was supported by several tech giants who argued that it appropriately balances individual privacy rights and would help reduce international disputes.[111] Other activist
organizations, on the other hand, expressed concern that it does not provide sufficient procedural protections for cross-border access to consumer information.[112]

ii. Foreign Surveillance

As discussed further in Section III.C. below, in January 2018, Congress reauthorized Section 702 of FISA for another six years without any significant changes.[113] Section 702 allows the government to collect foreign communications without a warrant; however, the reauthorization does require the FBI to obtain a court order based on probable cause to access the communications of U.S. persons in criminal investigations unrelated to national security.[114] Additionally, the reauthorization resumes the controversial “abouts” collection program, which allows the government to collect communications that contain a reference to a target (i.e., communications “about” a target), instead of just communications to or from a target, pending written notice to Congress.[115]

b. Proposed Legislation

i. TRACED Act

On November 15, 2018, Senators John Thune (R-SD) and Edward Markey (D-MA) introduced the Telephone Robocall Abuse Criminal Enforcement and Deterrence (“TRACED”) Act,[116] which would amend the Communications Act of 1934 to authorize the FCC to crack down on illegal robocalls by creating authentication rules for voice service providers to prevent “caller ID spoofing.”[117] The bill provides for significant penalties against telemarketers and scammers that use automatic dialing services, imposing a $10,000 fine for each call made in intentional violation of the law,[118] and increases the statute of limitations (to three years, up from one) for the FCC to bring an action against violators.[119] It also brings together various federal agencies, state Attorneys General, and other non-federal entities to report to Congress on improving enforcement measures and directs the FCC to promulgate rules designed to stop texts and calls made using unauthenticated numbers.[120] There has been no additional action on the bill in 2019.

ii. Cybersecurity and Data Breach Notification

There was little agreement in Congress this year over how to respond to data breaches such as the breach of a prominent consumer credit reporting agency in 2017. On December 11, 2018, Republican and Democratic leaders on the House Oversight Committee released dueling reports responding to that breach, with the Democratic report chastising House Republicans for not demanding stricter cybersecurity laws.[121] The Democratic report recommended increasing financial penalties for data breaches, strengthening the FTC’s enforcement authority over credit agencies, and passing legislation that would create a framework for notifying victims of data breaches.[122] In contrast, the Republican report suggested forming more public-private partnerships, requiring credit reporting agencies to be more transparent with consumers, and providing a “government-wide framework of cybersecurity and data security risk-based requirements” for federal contractors.[123]

The proposed Consumer Privacy Protection Act of 2017,[124] which was introduced by Senator Mark Warner (D-VA) at the end of that year and would require disclosure of security breaches and
implementation of comprehensive consumer privacy and data security programs by certain commercial entities, did not appear to make any headway in 2018. Its future in the new Congress is uncertain.

**iii. Email Collection by Law Enforcement**

As discussed further in Section III.A. below, efforts to reform the Electronic Communications Privacy Act (“ECPA”) fell short in 2018, despite advocacy from the technology industry and privacy organizations. Controversially, ECPA still allows the government to obtain a court order (not a search warrant) directing service providers to grant access to emails after 180 days have passed.[125] In 2018, the House passed the Email Privacy Act (“EPA”) as part of the Fiscal Year 2019 National Defense Authorization Act (“NDAA”) to impose a warrant requirement for access to emails over 180 days old.[126] As in 2017, the bill lost steam in the Senate, where the final version of the NDAA passed without EPA’s reforms or the broader ECPA Modernization Act of 2017 introduced by Senators Mike Lee (R-UT) and Patrick Leahy (D-VT) last year.[127]

2. State Legislative Developments

In 2018, states continued to supplement federal law with their own data privacy regulations. The trend in state legislation has broadly been to tighten controls and provide higher levels of consumer protection, with some exceptions. California and New York have led the way with substantial data privacy and cybersecurity regulations implemented last year, and other states have enacted laws pertaining to data breaches, cybersecurity, and online privacy.

a. Data Breach Legislation

In 2018, Alabama and South Dakota joined the national trend of enacting data breach notification legislation, meaning that all 50 states (as well as the District of Columbia, Guam, Puerto Rico, and the Virgin Islands) now have data breach notification laws in place.[128] The Alabama Data Breach Notification Act of 2018 generally requires entities to notify subjects of a breach involving their electronically stored “sensitive personally identifying information,” which includes health information and other private details that could lead to access of sensitive data, no later than 45 days after learning of the breach.[129] South Dakota’s data breach notification law provides a similar scope of protection, but requires notification within 60 days absent exceptional circumstances.[130] Other states, such as Louisiana, amended existing data breach notification laws with more detail regarding definitions, timelines, and data disposal in case of a breach.[131]

b. California Consumer Privacy Act of 2018

On June 28, 2018, California passed the California Consumer Privacy Act of 2018 (“CCPA”), which will broadly raise the bar for companies, regardless of where located, that handle the personal information of California consumers. The law is scheduled to go into effect on July 1, 2020 (or possibly later, see below) [132] and is projected to affect over 500,000 companies.[133] Taking a cue from the EU’s General Data Protection Regulation (“GDPR”), the CCPA represents a much more comprehensive and stringent approach to data privacy than most existing privacy laws in the United States.
Since its passage, however, various concerns have been raised about the law, which was hastily enacted to prevent an even more onerous privacy initiative from being presented to voters on the November 2018 ballot.\[134\] Since its passage, the CCPA has been amended once, and further amendments are expected prior to its effective date.\[135\]

The CCPA requires businesses that collect personal information relating to California consumers to, among other things: (1) disclose what personal information is collected and the purposes for which that information is used; (2) delete a consumer’s personal information if requested to do so, unless it is necessary for the business to maintain such information for certain purposes; (3) disclose what personal information is sold or shared and to whom; (4) stop selling a consumer’s personal information if requested to do so (i.e., the “right to opt out”), unless the consumer is under 16 years of age, in which case the business is required to obtain affirmative authorization to sell the consumer’s personal information (i.e., the “right to opt in”); and (5) not discriminate against a consumer for exercising any of the aforementioned rights, including by denying goods or services, charging different prices, or providing a different level or quality of goods or services, subject to certain exceptions.\[136\]

With one exception, the CCPA does not include a private right of action, and thus the law will largely be enforced by the California Attorney General (as opposed to consumers filing private lawsuits). The exception is that consumers whose non-encrypted or unredacted personal information has been accessed, exfiltrated, stolen, or disclosed “as a result of the business’ violation of the duty to implement and maintain reasonable security procedures and practices appropriate to the nature of the information to protect the personal information” may initiate a civil lawsuit.\[137\]

The Attorney General has until July 2020 to develop and publish rules implementing regulations for the CCPA and cannot enforce them until the later of July 1, 2020 or six months after their publication.\[138\] Therefore, enforcement cannot begin until at least July 2020, and possibly later.

For a detailed discussion of the original Act, see our July 12, 2018 client alert. For a discussion of the September amendments, see our October 5, 2018 client alert.

c. Other California Legislation

In September 2018, California also passed an expansive law regulating “connected devices,” broadly applying to any devices with the ability to connect to the internet and that are assigned an Internet Protocol (“IP”) or Bluetooth address.\[139\] The law requires that every connected device must have a “reasonable security feature” that is: “(1) Appropriate to the nature and function of the device. (2) Appropriate to the information it may collect, contain, or transmit. (3) Designed to protect the device and any information contained therein from unauthorized access, destruction, use, modification, or disclosure.”\[140\]

The law does not specify what a reasonable security feature entails, except that it does indicate that a connected device has a reasonable security feature if it is “equipped with a means for authentication outside a local area network” with a “preprogrammed password [] unique to each device manufactured” or “contains a security feature that requires a user to generate a new means of authentication before
access is granted to the device for the first time.”[141] Outside of this caveat, future enforcement actions will likely detail the specific guidelines for this regulation.

d. Other Cybersecurity Legislation

Ten states also enacted legislation in 2018 relating to consumers requesting security freezes on their credit reports.[142] These statutes largely require credit reporting agencies to honor consumers’ requests to freeze their credit reports without charging a fee, in order to facilitate further security in case of data breaches.

But not every legislative action has afforded heightened consumer protection. For example, effective November 2, 2018, Ohio enacted a “safe harbor” provision that allows businesses that have established written cybersecurity programs that meet industry standard requirements to claim an affirmative defense against tort claims alleging a failure to implement reasonable security controls.[143] The law notably does not impose liability on businesses that fail to meet the standard; rather, it can only be used as an affirmative defense.[144]

II. CIVIL LITIGATION

A. PRIVACY LITIGATION

1. Class Action Litigation

   a. High-Profile Incidents and Related Litigation in 2018

In 2018, there were numerous attacks on technology, hospitality, retail, healthcare and other companies that exposed personal data and resulted in litigation.

   i. Technology Companies

*Social Media Network.* On March 17, 2018, the *New York Times* reported that British political consulting firm Cambridge Analytica had obtained information on more than 50 million users of Facebook.[145] Shareholders brought several derivative lawsuits that were consolidated in the Northern District of California, and the social media network’s motion to dismiss is currently pending before the court.[146] A number of consumer class action were also consolidated in the Northern District of California. At the end of December 2018, the social media network filed its reply in support of its motion to dismiss, which contends, among other arguments, that the plaintiffs have not suffered any actual or concrete harm.[147]

*Social Media Network.* In October 2018, Google announced that it was shutting down its social network following a report by the *Wall Street Journal* that a bug had exposed the profiles of hundreds of thousands of users for three years.[148] On December 10, 2018, the company disclosed another bug that had exposed the profile data of 52.5 million users, including data such as name, age, email address, and occupation.[149] The company now faces a class action complaint in the Northern District of
California,[150] and several shareholder lawsuits in New York and California federal courts, including one brought by an investment fund owned by the state of Rhode Island.[151]

### ii. Political Breaches

Russia’s alleged interference with the 2016 presidential election continued to draw attention throughout the year. On May 8, 2018, the Senate Intelligence Committee released a briefing that concluded Russia was engaged in efforts to undermine the integrity of the 2016 elections.[152] It stated that Russian hackers had breached the security of election computers in several states and were “in a position to” alter voter registration data. There was ultimately, however, no evidence that Russia actually changed vote tallies or the registration information of voters.[153] On July 13, 2018, the U.S. Department of Justice indicted twelve Russian intelligence officers for hacking the systems of the Democratic Congressional Campaign Committee, the Democratic National Committee (“DNC”), and Hillary Clinton’s presidential campaign, as well as for conspiring to hack state boards of elections and U.S. companies that supplied election software.[154]

On April 20, 2018, the DNC brought suit against the Russian government, Donald J. Trump for President, Inc., and Wikileaks in a New York federal court. The complaint asserts that the defendants conspired to hack the Democratic Party in order to benefit President Trump’s campaign, including by illegally accessing the DNC’s emails, donor information, opposition research, and strategic plans.[155] On December 10, 2018, Donald J. Trump for President, Inc. and Wikileaks moved to dismiss the suit on First Amendment grounds, and for failure to adequately state a claim.[156]

### iii. Consumer Information

**International Hotel Management Company.** On November 30, 2018, an international hotel management company announced a data breach that potentially exposed information on approximately 300 million guests.[157] Following the announcement, consumers filed putative class actions in Maryland, Illinois, Massachusetts, California, and New York.[158] A shareholder also brought suit in a New York federal court.[159]

**Sports Apparel Company.** On March 30, 2018, a fitness apparel brand announced that an “unauthorized party” had acquired account information, including usernames, email addresses, and hashed passwords, for around 150 million users of its fitness-tracking app.[160] The hacker did not gain access to payment card data because the company stored that information separately.[161] In the wake of the disclosure, an app user initiated a class action lawsuit, and the company is currently seeking to arbitrate the matter.[162]

**Department Stores.** On April 2, 2018, the owner of two national department stores announced an attack affecting potentially five million customers.[163] Hacker group JokerStash Syndicate claimed that they stole five million credit card and debit card numbers and had been releasing them for sale on the dark web.[164] JokerStash has been linked to several past breaches, including those of a national grocery chain and fast casual restaurant chain.[165] Consumers filed several class actions in the wake of the April announcement, including in New York, California, Delaware, and Tennessee federal...
On August 1, 2018, the Judicial Panel on Multidistrict Litigation rejected a request by one of the plaintiffs to centralize the lawsuits in New York.

On April 4, 2018, a separate department store revealed that a cyberattack on its online customer service vendor exposed the payment information of 100,000 customers. An airline company also used the same vendor and estimated that the incident may have affected several hundred thousand of its customers as well. Consumers filed at least one class action lawsuit following the announcement.

And after a data breach left consumer data exposed from April to June 2018, a customer of another large department store brought a complaint in an Alabama federal court alleging that the company failed to adequately protect consumer data such as names, addresses, and credit card numbers.

iv. Healthcare Data

Breaches of healthcare data have been rising for years, according to a study of annual health data breaches, and 2018 was no different. On July 30, 2018, a hospital health system suffered a phishing attack that impacted the records of 1.4 million patients. Some of the healthcare provider’s employees had transmitted their login credentials in response to an email that falsely appeared to be from a company executive. The attack exposed information such as patient names, dates of birth, medical and treatment information, lab results, social security numbers, driver's license numbers, insurance information, and payment information. This was the second successful phishing attack on the hospital in 2018. The first breach affected 16,000 patients. The hospital group faces a class action in Wisconsin federal court and has moved to dismiss the matter on the theory that the plaintiffs did not properly plead traceable harm.

Other healthcare providers also suffered data breaches that exposed the patient data of more than 500,000 patients each.

b. Update on High-Profile Data Breach Cases from Prior Years

i. District Court Litigation

Consumer Credit Reporting Agency. A consumer credit reporting agency faced a series of lawsuits following a hack of its computer system in 2017 that exposed the names, social security numbers, addresses, and other PII of more than 140 million people. On December 6, 2017, the class actions were consolidated in the Northern District of Georgia. Since then, the agency has been fighting to dismiss various parts of the cases. On July 17, 2018, the agency moved to dismiss dozens of banks and credit unions’ claims on standing grounds, arguing that the financial institutions had not adequately alleged that any fraudulent charges had been made on payment cards they had issued. And on July 30, 2018, the agency moved to dismiss small business plaintiffs on standing grounds as well, arguing that businesses cannot bring claims arising from injuries that their owners allegedly suffered. On December 14, 2018, the court heard oral argument on the motion to dismiss the consumer, financial institution, and small business plaintiffs.
Restaurant Chain. A restaurant chain faced lawsuits by financial institutions as a result of a 2017 data breach that affected its payment card data.[185] On October 24, 2018, the federal court in Colorado dismissed the majority of the claims, including those under negligence and trade secret law.[186] The court allowed the counts under California’s unfair competition law, New Hampshire’s consumer protection law, and tort law to proceed.[187]

ii. Appellate Litigation

Federal Agency. In 2017, the District Court for the District of Columbia dismissed a class action suit filed after the Office of Personnel Management (“OPM”) suffered a breach that affected the data of past and present U.S. government employees.[188] In May 2018, various groups, including federal employee unions and privacy organizations, urged the D.C. Circuit to revive the litigation.[189] The groups disagreed with the district court’s finding that the plaintiffs had not pleaded an actual injury and lacked Article III standing.[190] On November 2, 2018, the D.C. Circuit heard oral argument, and the parties are awaiting a decision.[191]

Health Insurance. In 2017, the D.C. Circuit ruled that members of a Maryland insurer could proceed with a class action lawsuit alleging that their personal information was stolen in a 2014 data breach.[192] The parties disputed whether plaintiffs had sufficient Article III standing based on a substantial risk of non-imminent future harm.[193] On February 20, 2018, the Supreme Court denied without comment the company’s petition for certiorari, which would have been the first data breach case to reach the Supreme Court.[194] In its petition, the company had argued that Supreme Court guidance was necessary to resolve a circuit split over whether the exposure of personal data satisfied the standing requirement.[195]

Online Retailer. On March 8, 2018, the Ninth Circuit revived a class action filed in response to a 2012 data breach that affected the data of 24 million online shoppers.[196] The panel ruled that the plaintiffs had adequately shown standing because of the sensitivity of the information exposed, credit card numbers, and risk of identity theft, phishing, and pharming.[197] On August 20, 2018, the retailer filed a petition for certiorari and urged the Supreme Court to resolve a circuit split over whether exposure to a data breach constitutes an injury under Article III.[198]

National Bookstore. On April 11, 2018, the Seventh Circuit revived a proposed class action alleging that a large bookstore failed to secure customers’ financial data during a 2012 security breach.[199] The panel held the customers adequately pleaded injuries, which included money spent on credit-monitoring services and time spent “to set things straight.”[200] The panel sent the proceedings back to the lower court to adjudicate the merits and decide whether the proposed class should be certified.[201]

c. Circuit Split on Standing in Post-Spokeo 2018

Following the Supreme Court’s decision in *Spokeo, Inc. v. Robins*,[202] circuits continue to be split over how to satisfy the Article III standing requirement in data breach cases. The D.C. Circuit in *Attias v. CareFirst Inc.* found that the mere exposure of personal information and risk of identity theft are sufficient to demonstrate standing.[203] CareFirst filed a petition for certiorari, arguing that the circuit split was ripe for clarification; on February 16, 2018, the Supreme Court denied certiorari.[204]
The Ninth Circuit also ruled in *In re Zappos* that victims of a data breach adequately pleaded standing because the information exposed in the data breach (credit card numbers) was sensitive, and because stolen data could be used to harm the plaintiffs.\[205\] The Ninth Circuit reasoned that *Clapper v. Amnesty International* was not applicable because that case involved a challenge to surveillance procedures authorized by the Foreign Intelligence Surveillance Act, and thus involved a more speculative threat of identity theft and unique national security concerns.\[206\] Zappos subsequently submitted a petition for certiorari, and it remains to be seen whether the high court will take up the case.\[207\] The petition was distributed on November 20, 2018, which suggests that the Court may come to a decision soon.

By contrast, the Second, Fourth, and Eighth Circuits have found that the risk of identity theft or credit card fraud does not constitute a concrete harm.\[208\]

d. Shareholder Derivative Suits

Data privacy incidents typically spark both class actions brought by consumers (like those discussed above), as well as by shareholders. This year was no different.

First, a restaurant chain settled a derivative action pending in the Southern District of Ohio brought by certain shareholders before there was even a consolidated complaint and before the court had assessed who to appoint as lead counsel.\[209\] The lawsuit stems from the company’s disclosure that malware had affected the company’s point-of-sale system, enabling credit card data to be stolen from 300 of its franchised restaurants.\[210\] The settlement agreement, which is currently pending approval by the district court, does not provide a payment of any funds, but instead would require the company to implement certain remedial cybersecurity measures to prevent future breaches.\[211\] Notably, the settlement provides for a newly created board-level Technology Committee with oversight over the company’s cybersecurity and information technology, requires the company to maintain its advisory council of franchisee representatives, and requires the company to either provide certain foundational security services to its franchisees or designate an approved vendor for such services.\[212\]

In the wake of this settlement, two prominent class action securities fraud lawsuits were filed following data security incidents:

**Technology Company.** After Google announced on October 8, 2018, that a problem with its software had exposed the personal profile data, including names, e-mail addresses, birth dates, profile photos, places lived, occupation, and relationship status, of nearly half a million users, several shareholders filed a proposed class action for damages under the Securities Exchange Act.\[213\] The plaintiffs allege that by not disclosing the technical problem back in March 2018 when it was first discovered, and instead disclosing in October after reports in *The Wall Street Journal*, the company deceived investors and caused shares to be traded at inflated prices.\[214\] Once the court appoints a lead plaintiff and lead counsel, the parties will meet and confer regarding the filing or designation of an operative complaint.\[215\]

**Education Materials and Service Provider.** On September 25, 2018, a company providing educational materials and services to high school and college students announced that an unauthorized party had
gained access to the user data of approximately 40 million users, causing the company’s share price to fall significantly. Days later, plaintiff shareholders filed a class action lawsuit in the Northern District of California against the company.[216] The complaint alleges that defendants’ failure to disclose in its quarterly press release that it did not maintain sufficient data security measures constituted materially false or misleading statements and pointed to the fall in the company’s share price following disclosure of a data breach to support its allegation that the share prices were artificially inflated by the conduct.[217] On December 10, 2018, the case was consolidated with a substantively similar putative class action complaint before Judge Charles Breyer of the Northern District of California, who will appoint a lead plaintiff and lead counsel.[218]

2. Settlements

In 2018, companies reached settlements over some of the largest data breaches on record. In addition, the Supreme Court considered the legality of the cy pres settlement at issue in a 2013 privacy class action against Google.

a. Health Insurer’s Settlement

In 2015, a large health insurer announced that hackers had gained access to the names, birth dates, social security numbers, home addresses, and other personal information of approximately 79 million people.[219] In August 2017, the Northern District of California preliminarily approved a settlement of the numerous class action lawsuits brought by consumers.[220] On August 15, 2018, Judge Koh approved the settlement.[221] In a lengthy opinion, she determined that the settlement avoided the risk, expense, and duration of further litigation, and was an adequate amount when compared to other data breach settlements, and the damages calculation of the plaintiffs’ expert.[222]

b. Consumer Credit Reporting Agency’s Settlement

In September 2015, a mobile telecommunications company announced that 15 million customers’ data had been hacked on databases belonging to a consumer credit reporting agency, which it uses to conduct its credit checks.[223] The breach compromised names, addresses, and dates of birth, and may have implicated social security and driver’s license numbers.[224] The telecommunications customers brought suit against the credit reporting agency for claims of negligence, and 32 cases were consolidated in December 2015 in the Central District of California.[225] On November 12, 2018, the plaintiffs moved for preliminary approval of a $22 million settlement fund.[226] The settlement would also include credit monitoring services and an additional $11.7 million in remedial and enhanced security measures.[227]

c. Supreme Court’s Review of a 2013 Cy Pres Award

During this term, the Supreme Court considered the legality of cy pres-only settlements, which provide no direct compensation to class members and instead distribute settlement proceeds to public interest organizations that further the interests served by the class action litigation. On October 31, 2018, the Supreme Court heard oral arguments regarding the legality of a 2013 settlement for a privacy class action that claimed a large technology company shared users’ search queries with website owners.[228] Per
the settlement terms, of the $8.5 million settlement amount, $5,000 would go to three named plaintiffs, $2.15 million to class counsel, and $5.3 million to various internet privacy non-profit organizations.[229] The Competitive Enterprise Institution, a conservative think tank, argued that the settlement violated Federal Rule of Civil Procedure 23(e), which requires that class action settlements be “fair, reasonable, and adequate.”[230]

During arguments, Justices Sotomayor and Breyer seemed to suggest the current system was working, as courts rarely approve cy pres-only settlements. Justices Roberts, Alito, and Kavanaugh expressed doubt at whether distributions to cy pres beneficiaries, who often had connections to class counsel rather than the class members, actually constituted relief.[231] Several justices also queried whether the plaintiffs had standing to bring the class action in the first place.[232] In a rare move, the Court responded by ordering the parties to brief the issue following oral arguments.[233] A decision on the matter is forthcoming.

### d. Comparison of Settlements of Data Breach Claims from 2015-2018

To place this year’s settlements in historical context, below are details of a number of significant settlements over the past few years.

<table>
<thead>
<tr>
<th>Defendant Category</th>
<th>Approval Date</th>
<th>Data Type</th>
<th>Relief to the Class</th>
<th>Service Awards, Fees, &amp; Costs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Health Insurer[234]</td>
<td>August 15, 2018</td>
<td>Personal Information</td>
<td>$115 million for, among other things, class members’ out-of-pocket expenses and credit monitoring services; security practice changes</td>
<td>Up to $3 million in costs and $37.95 million in fees, to be covered by $115 million settlement payment</td>
</tr>
<tr>
<td>Home Improvement Retailer (Financial Institution Class)[235]</td>
<td>September 22, 2017</td>
<td>Card Data</td>
<td>$25 million for class claims; up to $2.25 million to certain sponsored entities; security practice changes</td>
<td>Up to $2,500 for each class representative; $710,000 in litigation costs; $15.3 million in fees</td>
</tr>
<tr>
<td>Home Improvement Retailer (Consumer Class)[236]</td>
<td>August 23, 2016</td>
<td>Card Data</td>
<td>Up to $13 million for class claims; up to $6.5 million for 18 months of credit monitoring services; security practices changes</td>
<td>$1,000 for each representative plaintiff; $166,925 in costs; $7.536 million in fees</td>
</tr>
<tr>
<td>Defendant Category</td>
<td>Approval</td>
<td>Data Type</td>
<td>Relief to the Class</td>
<td>Service Awards, Fees, &amp; Costs</td>
</tr>
<tr>
<td>-------------------------------------------------</td>
<td>-------------------</td>
<td>----------------------</td>
<td>-------------------------------------------------------------------------------------</td>
<td>---------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Department Store (Financial Institution Class)</td>
<td>May 12, 2016</td>
<td>Card Data</td>
<td>Up to $20.25 million for class claims; $19.108 million to MasterCard; Reportedly up to $67 million for Visa’s claims against Target[238]</td>
<td>$20,000 for 5 representative plaintiffs; $2.109 million in costs; $17.8 million in fees</td>
</tr>
<tr>
<td>Entertainment Company[239]</td>
<td>April 6, 2016</td>
<td>Login and Personal Information</td>
<td>Up to $2 million for preventative losses; up to $2.5 million for claims for identity theft losses; up to two years of credit monitoring services</td>
<td>$3,000 for each named plaintiff; $1,000 for each plaintiff who initially filed an action; $2.588 million in fees</td>
</tr>
<tr>
<td>Healthcare Services Company[240]</td>
<td>February 3, 2016</td>
<td>Health Information</td>
<td>$7.5 million in cash payment; up to $3 million for class claims; one year of credit monitoring services (offered during remediation); security practice changes</td>
<td>$50,000 in incentive payments for class representatives; $7.45 million in fees and costs</td>
</tr>
<tr>
<td>Department Store (Consumer Class)[241]</td>
<td>November 17, 2015</td>
<td>Card Data</td>
<td>Up to $10 million for claims; security practice changes</td>
<td>$1,000 for three deposed plaintiffs; $500 for other plaintiffs; $6.75 million in fees</td>
</tr>
<tr>
<td>Social Networking Service[242]</td>
<td>September 15, 2015</td>
<td>Login Information</td>
<td>Up to $1.25 million for claims; security practice changes</td>
<td>$5,000 for the named plaintiff; $26,609 in costs; $312,500 in fees</td>
</tr>
<tr>
<td>Computer Software Company[243]</td>
<td>August 13, 2015</td>
<td>Login and Card Data</td>
<td>Security practice changes and audit</td>
<td>$5,000 to each individual plaintiff; $1.18 million in fees</td>
</tr>
</tbody>
</table>
B. INTERCEPTIONS AND EAVESDROPPING

1. Email Scanning

This year, compared to 2017, saw fewer developments in class action lawsuits alleging technology companies violated state and federal laws by scanning user emails. Nonetheless, companies operating electronic communications services should continue to monitor such lawsuits, as they concern potentially massive proposed classes including all or many users of such services.

**Email Web Service.** On June 6, 2018, a web service that unsubscribes users from mailing lists, newsletters, and other unwanted emails prevailed on consent grounds in its motion to dismiss claims under the ECPA, the SCA, and California’s Invasion of Privacy Act (“CIPA”). The plaintiffs asserted that the web service intercepted and accessed users’ emails without consent or authorization, or exceeded authorization by accessing emails for the purpose of extracting and selling consumer data. The court noted that “[a]ll of the Complaint’s statutory claims depend on a lack of consent.”[246] Plaintiffs alleged that they consented for the web service “to access their emails only for the limited purpose of cleaning up their inboxes, and that they did not allow [the company] to sell their data for market research purposes.”[248] But the court rejected this proposition because “the privacy policy reserves the right to do exactly what [the company] did: ‘collect and use your commercial transactional messages and associated data to build anonymous market research products and services with trusted business partners.’”[249]

2. Call Recording

In recent years, there have been a number of civil and criminal cases brought against both businesses and individuals for recording phone calls without the requisite consent. The recording of telephone conversations is governed by a patchwork of federal and state law. At the federal level, the Wiretap Act permits the recording of phone calls, so long as one party to the call consents to the recording. The vast majority of states have similarly adopted a “one-party” consent requirement, while a minority of states have adopted either a “two-party” or “all-party” consent requirement. Most of the call recording cases brought in recent years have been against companies for large-scale recordings of commercial calls, rather than individual illicit recordings.
Although nearly a dozen states have all-party consent laws, lawsuits for call recording under the CIPA continue to expand. The growing trend of recording of employee and customer calls for a number of quality assurance purposes combined with ongoing notice and consent issues ensures that this will be an evergreen target for lawsuits. Furthermore, in 2016, the U.S. District Courts for the Southern District of California and Central District of California determined that non-California plaintiffs may assert CIPA claims against California defendants where the alleged violations occurred in California. These developments escalate potential liability risk and encourage business to remain attentive.

**Banking Institution.** On July 10, 2018, the Western District of Pennsylvania determined that the plaintiff had alleged sufficient facts to establish claims for intentional interception of a wire communication and for invasion of privacy under Pennsylvania common law, denying the bank’s motion to dismiss. Plaintiff alleges that the bank used an automated system to make and record over 35 debt collection calls to his cellular phone without his consent or any prior business relationship. Each call made plaintiff aware that recording would occur, but the court (noting Pennsylvania’s longstanding two-party consent rule) was not persuaded by an implied or implicit consent theory because “Plaintiff was a party to multiple telephone calls in which he actively exchanged words with Defendant; accordingly, his consent was required to record the calls,” but instead “[Plaintiff] explicitly declined to consent to interception of his calls by Defendant.”

**Banking Institution.** On January 16, 2018, a California Court of Appeals reversed summary judgment granted to a large bank for CIPA call recording claims brought by a mother of an employee. Plaintiff alleged that the bank recorded 316 phone calls between her, her daughter, and one with her daughter’s coworkers on a company phone line. The employer’s “Electronic Monitoring and Device Use” policy authorized its employees to use company telephones for personal calls and expressly warned that their “personal calls may be recorded.” The employer argued that “it did not ‘intentionally’—for purposes of sections 632(a) and 632.7(a)—record” and that “the mere act of [an employer] installing a recording device on company phones and ‘by chance’ recording non-work related calls between [Rojas] and [her d]aughter does not satisfy the ‘intentional’ requirement of [sections 632 and 632.7].” The Court of Appeals disagreed, citing guidance from the California Supreme Court: “the recording of a confidential conversation is intentional if the person using the recording equipment does so with the purpose or desire of recording a confidential conversation, or with the knowledge to a substantial certainty that his use of the equipment will result in the recording of a confidential conversation.” Under this standard, the court determined that the employer failed to meet its burden of showing that it lacked the requisite intent.

### Other “Interceptions”

In the Internet of Things (“IoT”) age, new technologies allow for new forms of surreptitious recording and tracking. This year saw a number of developments including new, creative theories of Wiretap Act violations.

**Television Manufacturer.** On October 4, 2018, defendant television manufacturer entered into a settlement agreement in response to a putative class action in the Central District of California. In the original lawsuit, plaintiffs alleged that the company violated the ECPA and the Video Privacy and
Protection Act (“VPPA”), as well as several state law fraud, negligent misrepresentation, and consumer protection claims. Plaintiffs alleged that the defendant used smart TVs to secretly collect, and distribute to advertisers, information on customer viewing habits so that advertisers could deliver targeted advertising in real time. Plaintiff’s second consolidated complaint alleged that the television software took samples of the programming displayed at any point in time and sent “fingerprints” of those samples to the centralized matching server to compare against already existing fingerprints in the database, a process that operates sufficiently fast to provide “at least some context-sensitive content substantially simultaneously with at least one targeted video.” The October 4, 2018 settlement agreement requires the defendant to pay a $17 million settlement and take several additional steps to remedy the situation (including changing its disclosures for new customers, and adding a disclosure to the guide that accompanies new TV purchases).

**Mattress Company, Men’s Retailer, and Outdoor Retailer.** On July 12, 2018, a mattress company, a men’s clothing company, and an active outdoor retailer faced allegations of using certain software to de-anonymize online users and “observe their keystrokes, mouse clicks, and communications with the e-commerce retailers’ websites.” The plaintiff, alleging the code functions as a “wiretap,” brought a putative class action in the Southern District of New York, alleging that the use of such software was a violation of the Wiretap Act, ECPA, as well as the SCA and New York’s General Business Law. But the defendants prevailed on a motion to dismiss. The court determined that the plaintiffs’ Wiretap Act claims fail “because § 2511 is a one-party consent statute . . . . [and i]t is clear that the Retailers were parties to the communications and [the defendant] had their consent.” The plaintiff’s ECPA claims failed because “there is no private cause of action under § 2512.” The SCA claims failed for insufficient pleadings: the plaintiff “offers nothing more than ‘labels and conclusions’ that the communications were held in electronic storage.”

**Mortgage Lender.** On November 9, 2018, a mortgage lender faced a similar lawsuit (with the addition of a common law intrusion upon seclusion claim) for allegedly using similar de-anonymizing and keylogging software. Again, the defendant prevailed on a motion to dismiss because the plaintiff “admit[ed] that any allegedly intercepted communications were made on” the company’s website, making the defendant “a party to the communication.” The court dismissed without prejudice the plaintiff’s state common-law tort of intrusion upon seclusion claim because “it appears that [the plaintiff] might be able to allege sufficient facts for this Court to exercise original jurisdiction over his intrusion upon seclusion claim.”

**C. TELEPHONE CONSUMER PROTECTION ACT**

As in past years, 2018 included several notable actions and developments under the Telephone Consumer Protection Act (“TCPA”).

The highlight came in March, when the D.C. Circuit published its long-anticipated opinion in *ACA International v. FCC*. That case interpreted the FCC’s 2015 omnibus Declaratory Ruling and order (the “omnibus order”) which, among other things, defined what qualifies as an “automatic telephone dialing system” (“ATDS”). The applicable statute defines ATDS as “equipment which has the capacity—(A) to store or produce telephone numbers to be called, using a random or sequential number
generator; and (B) to dial such numbers.” The D.C. Circuit vacated two of the omnibus order’s interpretations of this definition:

First, ACA International held the omnibus order unreasonably defined “capacity.” Under the omnibus order, whether equipment has the “capacity” to qualify as an ATDS turns on the equipment’s potential functionality, rather than its current capabilities. In concluding this definition was unreasonable, the court emphasized that “any smartphone, with the addition of software, can gain the statutorily enumerated features of an autodialer.” Accordingly, if a device’s “capacity” under the TCPA turns on its potentiality, then “under the Commission’s approach” “all smartphones . . . meet the statutory definition of an autodialer”—an “untenable” result.

Second, ACA International vacated the omnibus order’s definitions of when a device can (1) “store or produce telephone numbers to be called, using a random or sequential number generator” and (2) “dial such numbers,” because the omnibus order failed to make clear how a device meets these two requirements. In some places, “the order convey[ed] that equipment needs to have the ability to generate random or sequential numbers that it can then dial” to meet these requirements. But other times, the order suggested “equipment c[ould] meet the statutory definition even if it lacks that capacity.” Though the court acknowledged it “might be permissible for the Commission to adopt either interpretation,” endorsing these competing contentions at the same time fell below the bar of reasoned decision-making.

In the months since ACA International, courts have started to grapple with important questions left unanswered by the decision. In particular, there is an emerging circuit split over what functionality a device must have in order to qualify as an ATDS.

In Dominguez v. Yahoo, the Third Circuit concluded a device that sent text messages to phone numbers manually entered into the system did not qualify as an ATDS. This was because the system did not have the “present capacity to function as an autodialer by generating random or sequential telephone numbers and dialing those numbers.” Dominguez thus stands for the proposition that a device can only qualify as an ATDS under the Act when the device has the present capacity to place calls to randomly generated or sequential numbers.

The Ninth Circuit, in contrast, defined ATDS far more broadly in Marks v. Crunch San Diego. That case centered on a web-based marketing platform designed to send promotional text messages to a list of stored telephone numbers. Relying on the context and structure of TCPA, the court held that a device that calls a stored list of numbers—rather than numbers generated randomly or sequentially—could, in fact, qualify as an ATDS. In so doing, the court relied on two aspects of the TCPA: (1) the fact that, in other provisions, the Act allowed an ATDS to call selected numbers, and (2) that when Congress amended the statute, it did not amend the definition of an ATDS, even though under the amended statute “equipment that dial[ed] from a list of individuals who owe a debt to the United States” was, in fact, an ATDS, although it was exempted from the TCPA.

The FCC has taken notice of these decisions. On May 14, 2018, the FCC sought public comments on the open questions that ACA International raised. And just a few months after that, on October 3,
2018, the FCC issued another notice seeking public comments on the TCPA’s definition of ATDS in light of *Marks v. Crunch San Diego*. We expect the FCC may publish a new order interpreting this TCPA issue sometime in 2019.

Related to FCC interpretation of the law, the Supreme Court recently granted the petition for certiorari in *PDR Network v. Carlton & Harris Chiropractic*, a case that raises important questions about a 2006 FCC Rule interpreting the term “unsolicited advertisement.” The district court concluded that it need not defer to and apply the 2006 Rule because it unambiguously contradicted the statute. The Fourth Circuit reversed the decision. It held that *Chevron’s* deferential framework did not apply in this context because the Hobbs Act grants the D.C. Circuit exclusive jurisdiction to enjoin, set aside, suspend and determine the validity of “FCC interpretations of the TCPA.” It follows, the Fourth Circuit reasoned, that it (and every circuit besides the D.C. Circuit) lacks jurisdiction to set aside FCC’s interpretations of the Act and, instead, must defer to them. Nevertheless, on November 13, 2018, the Supreme Court granted a petition for a writ of certiorari on the following question: Whether the Hobbs Act required the district court in this case to accept the FCC’s legal interpretation of the TCPA? The argument date has not yet been set.

Finally, Congress has also taken a keen interest in the TCPA. Indeed, both the House and the Senate are considering new legislation that would amend TCPA. The Stopping Bad Robocalls Act, introduced in the House by Congressman Frank Pallone Jr. and in the Senate by Senator Edward J. Markey, would replace the definition of ATDS with “robocall.” This new definition would explicitly cover devices that make calls using “numbers stored on a list.” Similarly, Massachusetts Senator Ed Markey and South Dakota Senator John Thune introduced the TRACED Act in the Senate, which would (1) “broaden” the authority of the FCC to levy civil penalties of up to $10,000 per call” for those “who intentionally flout telemarketing restrictions,” and (2) extend the window for the FCC to take civil enforcement action against intentional violations up to three years after a robocall is placed, instead of one year. We will be watching carefully whether either of these bills gain traction.

D. VIDEO PRIVACY PROTECTION ACT

Compared to the TCPA, there were relatively few significant developments in 2018 regarding the VPPA.

In fact, one of the only notable decisions on VPPA this year was a district court decision in *White v. Samsung Electronics America*, which followed binding Third Circuit precedent and dismissed the plaintiff’s claim that smart TVs violated the VPPA because the TVs “monitor[ed] and track[ed] consumers viewing habits and record[ed] consumers’ voices” and “then transmit[ed] that information.” The court based its decision on the fact that, in the Third Circuit, data points such as IP address, MAC address and WiFi access point do not qualify as PII. And since the data the smart TVs allegedly recorded was “the same type of static digital identifiers the Third Circuit ha[d] determined” did not constitute PII, the court dismissed the complaint.

In last year’s Review, we also discussed certain circuits’ (namely, the First, Third, and Ninth circuits’) approach to the scope of PII, which the Act defines as including “information which identifies a person as having requested or obtained specific video materials or services from a video tape service
This year, no additional circuits considered the definition of PII in the context of the VPPA, but we expect that other circuits will do so in coming years.

E. BIOMETRIC INFORMATION PRIVACY ACTS

The biometric technology space also was active this year. As corporations and institutions increasingly incorporate the use of biometric information in their technologies and operations, states have raced to craft policies protecting the privacy rights of their residents.

The prevalence of these issues was frequently in the headlines. For example, earlier this year, the iconic Madison Square Garden began using facial recognition technology to enhance its security by cross-referencing the faces of individuals entering the stadium with photographs in a database of individuals who have caused security issues in the past. Similarly, news broke in mid-December that Taylor Swift is using facial recognition at her concerts to identify stalkers. And a major credit card company introduced new technology that allows users to scan their fingerprints onto a biometric card from their homes. The saved fingerprint scan obviates the need for users to remember their PIN or provide a signature to authenticate transactions; users need only their thumbs.

In light of increasing use, and the sensitivity of these data—such data cannot be changed after all, unlike a password—several states have enacted biometric information privacy acts (“BIPAs”). Illinois, Texas, and Washington were the first, and most recently, California enacted the Consumer Privacy Act of 2018 (“CCPA”)—discussed further in Section I.B.2. above—which explicitly includes “biometric information” in its definition of “personal information.”

While Texas’s and Washington’s BIPAs do not confer a private right of action, leaving enforcement to the state Attorneys General (similar to the current version of the CCPA), Illinois’s does. As in past years, therefore, BIPA cases in Illinois were a source of active litigation, with at least thirteen cases actively litigated during 2018. Generally speaking, these cases were brought by either employees objecting to their employer’s practice of collecting biometric information, or consumers objecting to companies doing the same. Many of the key conflicts this year were focused on constitutional or statutory standing, the latter of which the Illinois Supreme Court resolved just days ago.

Earlier in the year, in Sekura v. Krishna Schaumburg Tan, Inc., a tanning salon customer brought BIPA claims against the salon for collecting her fingerprints without allegedly providing the statutorily required disclosure concerning the salon’s retention policy, and for allegedly disclosing her fingerprints to a third-party vendor. Plaintiff initially survived the salon’s motion to dismiss, but shortly thereafter, the Appellate Court of Illinois, Second District, held in 2017 that standing under the Act required an “injury or adverse effect” in addition to a violation of the Act. This caused the trial court to reconsider and grant dismissal. Plaintiff appealed, but prior to the hearing, the U.S. District Court for the Northern District of Illinois held in Dixon v. Washington and Jane Smith Community—Beverly that the disclosure of personal information to a third-party vendor constitutes an injury-in-fact, and therefore satisfies plaintiffs’ standing burden under Article III. Because Plaintiff alleged just that, the Illinois Appellate Court reversed the dismissal and remanded the matter back to the trial court.
The Illinois Supreme Court then weighed in on the Rosenbach case, determining that a plaintiff is “aggrieved” under BIPA and has statutory standing to sue, even without alleging an “actual injury or adverse effect.”[317] The Court found that BIPA confers individuals with a substantive right to control their biometric information, and that no-injury BIPA violations are not merely “technicalities,” but “real and significant” harms to important rights created by the legislature.[318] The Court also reasoned that the private right of action and remedies exist to prevent and deter violations of individuals’ BIPA rights, and that requiring would-be plaintiffs to wait to sue until they have suffered “actual injury” would defeat these purposes of the statute.[319] Because the Rosenbach plaintiff alleged violations of his BIPA rights—Six Flags allegedly collected his fingerprints for use in a season pass without providing the statutorily mandated notices or publishing a data retention policy—the Supreme Court reversed the appellate court’s contrary conclusion and remanded the case back to the trial court.

Rosenbach may not be the final word on BIPA’s private right of action. This year the Illinois State Senate also will consider a bill narrowing the impact of Illinois’s BIPA.[320] We will discuss any judicial or legislative BIPA developments in our next update.

F. INTERNET OF THINGS AND DEVICE HACKING

There have been a number of developments in the past year regarding connected devices—the Internet of Things (“IoT”)—as the internet has become more widely accessible on consumer products. Indeed, it is estimated that 55 billion IoT devices will be in use worldwide by the year 2025.[321] Many of these recent developments have involved attempts by policymakers to mitigate cybersecurity risks associated with connected devices, though the ever-changing nature of these threats have created challenges for regulators.

1. Legislation

a. California Passes IoT Law

In September, California became the first state to pass a cybersecurity law requiring security features for “smart” devices and IoT-connected products.[322] On September 28, Governor Jerry Brown signed the two identical bills requiring manufacturers of connected devices to implement “reasonable security feature[s]” designed to protect the devices from unauthorized access.[323] Devices that are accessible outside of a local network will be in compliance with the law if they either (1) have a unique, preprogrammed password or (2) require users to generate a new means of authentication before they first use the device.[324] The bills require compliance by January 1, 2020 and exempt certain entities, like third-party software.[325] The bills do not create a private right of action for consumers.[326]

The legislation has received mixed reviews since its enactment. Some, like the California Manufacturers and Technology Association (“CMTA”), have characterized it as “[an] innovation-stifling measure[] [that] not only fail[]s to protect consumers, but will drive away California manufacturing investment.”[327] Instead, the CMTA has recommended what it considers a fairer approach that “would ensure that all connected devices are compliant and secure, no matter where they are produced.”[328] Similarly, Robert Graham, a security researcher, has criticized the law for “do[ing] little to improve security, while doing a lot to impose costs and harm innovation” because it requires
manufacturers to add costly security features, rather than removing *unsecure* features.[329] Others, like Bruce Schneier, Harvard University’s “security guru,” have lauded the bills for being a good first step in regulating a largely unregulated industry, saying, “[a] California law that manufacturers have to adhere to in California is going to help everybody.”[330]

b. United States Congress Considers IoT Legislation

On November 28, the House of Representatives unanimously passed the SMART IoT Act, though the Senate did not pass the bill before the close of the 115th session of Congress. The Act would have required the Department of Commerce to conduct a study of the IoT industry in the United States, including identifying how the IoT is currently regulated, and submitting a report to Congress.[331]

In addition, Congress is currently considering the following legislation aimed at regulating the IoT:

- The Internet of Things Cybersecurity Improvement Act, which would require companies that transact with the federal government to ensure their IoT devices are patchable (i.e., able to be periodically upgraded), do not contain known vulnerabilities (or disclose known vulnerabilities), use standard network protocols, and do not contain hard-coded passwords;[332]

- The Securing the IoT Act, which would require the FCC to create cybersecurity standards for certifying wireless equipment;[333]

- The Developing Innovation and Growing the Internet of Things (DIGIT) Act, which would require the U.S. Secretary of Commerce to convene a “working group of Federal stakeholders” to create recommendations and a report to Congress on the IoT and the FCC to obtain public comments regarding spectrum needs relating to the IoT;[334]

- The Cyber Shield Act, which would create a voluntary labeling and grading system for IoT devices by requiring the Secretary of Commerce to establish a voluntary program to “identify and certify covered products with superior cybersecurity and data security through voluntary certification and labeling”;[335] and

- The IoT Consumer Tips to Improve Personal Security Act, which would require the FTC to develop cybersecurity resources to educate consumers about the purchase and use of IoT devices.[336]

2. Regulatory Guidance


In May, the Consumer Product Safety Commission (“CPSC”) received testimony from a variety of stakeholders at a public hearing regarding issues relating to IoT safety, and subsequently solicited comments from the public.[337] Among other things, the panelists highlighted the need to address product liability issues as well as privacy and security risks created by the IoT.[338]
Per the request of the CPSC during this effort, the FTC issued a comment in June on the topic.[339] The FTC advocated for flexible standards, suggesting “there is no ‘one size fits all’ approach to securing IoT devices,” that companies should engage in periodic risk assessments evaluating their security programs, that IoT manufacturers should have oversight over service providers, and that products should be continuously updated and patched to meet evolving security threats.[340] The Commission also noted that its enforcement actions in the IoT space “send an important message to companies about the need to secure and protect internet-connected devices,” and that the FTC “continues to devote substantial resources in this area . . . to foster competition and innovation in the IoT marketplace while protecting the safety of consumers.”[341]

b. New FTC Commissioner Calls for More Robust Protections in IoT Space

In October, FTC Commissioner Rebecca Slaughter offered suggestions for strengthening protections in the IoT space in a speech at the Internet of Things Global Summit.[342] Slaughter noted that consumer trust in the IoT space includes both “ensuring that . . . devices are reasonably secure” and “ensuring that consumers have a clear and accurate picture of what data their devices collect and how that data is stored and used.”[343] She also highlighted three common issues with IoT technologies that the FTC sees regularly: (1) “very basic failures in product design and pre-release testing”; (2) companies not foreseeing and addressing “credible alerts about potential vulnerabilities”; and (3) “challenges in the deployment of updates and patches.”[344] Slaughter also advocated for federal privacy legislation similar to GDPR and California’s CCPA that would provide the FTC with “rule-making authority, coupled with civil penalties in the areas of data security and privacy,” and require the creation of a “Bureau of Technology” within the Commission to provide expertise in competition and consumer protection cases.[345]

3. Litigation

**Connected Vehicles.** In July, the Southern District of Illinois partially certified a class action against an automobile manufacturer, which alleges that several of the defendant’s vehicles “suffer from potentially catastrophic design effects which allow third parties to remotely take control of the vehicles over the Internet while they are being driven.”[346] Although the judge certified three state-based classes of drivers in Michigan, Illinois, and Missouri, he refused to certify a nationwide class of drivers, noting that doing so would require “highly individualized inquiries” to determine the underlying state law claims.[347] A trial has been scheduled for October 2019.[348]

**Smart Home Devices.** In October, a manufacturer of smart TVs agreed to settle a class action lawsuit claiming that it collected and sold its customers’ viewing histories to third-party advertisers without their consent.[349] Per the settlement agreement, the company agreed to pay $17 million and to take additional measures to enhance its disclosures regarding data collection.[350] In the early days of January 2019, the court preliminarily approved the settlement.[351] The company had previously paid $2.2 million to the FTC and state of New Jersey in 2017 for similar allegations.[352]
G. COMPUTER FRAUD & ABUSE ACT

The Computer Fraud and Abuse Act ("CFAA") generally prohibits "access[ing] a computer without authorization or exceeding authorized access..."[353] Because the CFAA does not clearly define either "authorized" or "access," courts have adopted disparate interpretations of these terms. The First, Fifth, Seventh, and Eleventh Circuits generally define these terms broadly, allowing liability both for access of digital information without authorization as well as improper use of information an individual was otherwise authorized to access.[354] Conversely, the Second, Fourth, and Ninth Circuits define the terms narrowly, allowing liability only where an individual accesses information without authorization.[355] Although the past year did not bring the circuits closer to harmony, it did include novel developments regarding the CFAA’s application to employees accessing their employers’ computers, and third parties accessing generally available websites in allegedly unauthorized ways.

Two cases in particular addressed whether an individual may be liable under the CFAA for allegedly misusing information he or she was otherwise authorized to access. The courts hearing these cases—applying the prevailing CFAA interpretations of their respective circuits—reached opposite conclusions. In Teva Pharm. USA, Inc. v. Sandhu, a pharmaceutical company alleged that a former employee had passed the company’s trade secrets to the CEO of a competitor and filed suit against the former employee and others for CFAA violations, misappropriation of trade secrets, and various state law tort claims.[356] The U.S. District Court for the Eastern District of Pennsylvania denied in part Defendant’s motion to dismiss, but granted dismissal for the company’s CFAA claims. Because “[c]ourts within this district universally subscribe to the narrow approach, barring liability where the employee has authorization to access the computer to obtain the information,”[357] the Court held that “an employee who misuses information she was authorized to obtain cannot be held liable” under the CFAA.[358]

The U.S. District Court for the Northern District of Illinois took up similar questions in Hill v. Lynn.[359] The case centered on two co-founders of a software application company whose relationship had soured to the point that one co-founder, Lynn, cut off the other founder, Hill’s, access to the company’s email systems, downloaded source code Hill had created, and then deleted the code from the company’s systems.[360] Hill sued Lynn for CFAA violations, fraud, and unjust enrichment, which Lynn moved to dismiss, arguing in part that she had not accessed the application’s code “without authorization.”[361] The Court granted the motion to dismiss in part, but denied it as to Hill’s CFAA claims because, although “Lynn did have some kind of authorization to access the account,” under Seventh Circuit precedent, “an employee who violates her fiduciary duty to her employer forfeits her authorization to access her employer’s computers.”[362] Taken together, Sandhu and Hill suggest that the United States Supreme Court may eventually have to decide how to interpret the CFAA as it applies to access to employers’ digital information; but until then, companies should be on notice that the venue of any potential CFAA litigation may play an outsized role in the litigation’s outcome.

This past year also saw courts applying the CFAA to third parties accessing generally available websites in potentially unauthorized ways, particularly through the use of computer "bots"—programs that access computers and websites to quickly acquire large quantities of information. Most notably, in Ticketmaster L.L.C. v. Prestige Entm’t, Inc., the online ticket vendor brought CFAA claims against
individuals who used bots to purchase large quantities of tickets through the site, in violation of the company’s Terms of Use.[363] The Defendants filed a motion to dismiss, which the U.S. District Court for the Central District of California granted in part with respect to the company’s CFAA claims. The Court noted that “a violation of the terms of use of a website—without more—cannot establish liability under the CFAA. However, a defendant can run afoul of the CFAA when he or she has no permission to access a computer or when such permission has been revoked explicitly.”[364] Because the company had not explicitly revoked users’ permission to access its site, and instead had merely sent cease-and-desist letters, the Court ruled that it had failed to state a claim for relief, warranting dismissal. The company then amended its complaint, which the Court found to be sufficiently well-pled to survive dismissal because it alleged violations of the CFAA for “both access without authorization and situations where a defendant possesses some authorization, but acts in excess of that authorization.”[365] Similarly, in Sandvig v. Sessions, the U.S. District Court for the District of Columbia adopted the “narrow interpretation” of the CFAA by ruling that a research team’s plan to conduct studies using bots and fictitious online profiles would not violate the CFAA’s authorization requirements.[366]

H. CYBERSECURITY INSURANCE

1. State of the Market

As predicted in last year’s Review, the cybersecurity insurance market has continued to expand over the past year, with reports estimating a 25% growth rate.[367] While cyber-insurance penetration is around 30% for all businesses in the U.S., the rate is at an even higher 70% for Fortune 500 companies.[368] The value of the cyber insurance sector is currently estimated at $2 billion, but is expected to rise to about $10 to $15 billion in the next ten years.[369]

There are two primary reasons for the continued growth of the cyber-insurance market. First, large-scale and widely publicized hacks have convinced many companies of the costs and degree of business interruptions associated with cyber-attacks,[370] and an increase in cybercrimes has highlighted the importance of cyber-insurance.[371] Second, a growing regulatory regime governing data privacy and the resulting threats of fines and liabilities have encouraged businesses to purchase coverage.[372]

In response to growing demand, many insurers have expanded their cyber-insurance offerings,[373] including coverage for GDPR violations,[374] and have begun to offer a wide range of preventive services, such as phishing awareness campaigns, incident preparedness coaching, and regulatory readiness assessments.[375]

Although experts report that the industry is moving towards “all-risk” coverage,[376] insurers are cautious to proceed in the face of evolving risks, with some insurers limiting coverage to events triggered only by unauthorized activity or to costs that businesses must legally incur.[377] Other insurers are carefully evaluating companies’ security practices when determining whether to provide coverage.[378] As demonstrated below, a mismatch of expectations over coverage has continued to trigger disputes between insurance companies and policy holders.[379]
2. State of the Law – Key Cases


In 2018, both the Second and Sixth Circuits ruled in favor of insurance policy holders, holding that computer fraud provisions contained in the companies’ insurance agreements covered losses related to email-based “phishing” schemes.[380]

On July 6, 2018, the Second Circuit upheld the lower court’s decision in *Medidata Solutions, Inc. v. Federal Insurance Co.*[381] As described in last year’s Review, the company brought suit against its insurer to enforce their insurance agreement’s computer fraud provision, which the company claimed covered “phishing activity,” resulting from employees wiring $4.7 million to cybercriminals.[382] The district court determined that the policy provided coverage for the company’s losses because the criminal activity was “deceitful and dishonest access.”[383] The Second Circuit affirmed, reasoning that while “no hacking occurred,” the cybercriminals “crafted a computer-based attack that manipulated the [plaintiff’s] email system, which the parties do not dispute constitutes a ‘computer system’ within the meaning of the policy.”[384] In reaching that decision, the Second Circuit distinguished a 2015 New York state court decision, *Universal American Corp.*, reasoning that in that case, the court found lack of coverage because the fraud “only incidentally involved the use of computers,” whereas in the instant case, the company’s computer system *itself* was violated.[385] The Second Circuit also rejected the insurer’s argument that the company failed to sustain a “direct loss” as a result of the attack, reasoning that the “spoofing attack was the proximate cause of [the company’s] losses,” because the attack initiated a “chain of events,” which “unfolded rapidly,” leading the company to transfer funds to the fraudsters the very same day.[386]

A week later, the Sixth Circuit released its decision in *American Tooling Center, Inc. v. Travelers Casualty and Surety Company of America*, similarly siding with the policy holder when it reversed the lower court’s decision and ruled that damages resulting from phishing activity was covered by the computer fraud provision of the company’s insurance agreement. The district court had previously granted summary judgment for the insurer, reasoning that “[a]lthough fraudulent emails were used to impersonate a vendor and dupe [the plaintiff] into making a transfer of funds, such emails do not constitute the ‘use of any computer to fraudulently cause a transfer.’”[387] The Sixth Circuit disagreed, reasoning that the fraudster’s sending of emails to induce the transfer of money constituted “computer fraud” for the purposes of the insurance agreement because the fraudster used a computer to send these emails. The court continued that, if the insurance company wished to confine the definition of “computer fraud” to “hacking and similar behaviors,” it could have done so.[388] The court also held that the fraudulent emails “directly caused” a “direct loss” to the insured company, because it precipitated a “chain of events,” including a “series of internal actions,” leading to the transfer of money to the fraudster.[389]

b. Commercial General Liability Insurance Policies

In 2018, the courts continued to grapple with coverage for data breach litigation costs. For example, in *St. Paul Fire & Marine Insurance Company v. Rosen Millennium, Inc.*, the insurance company
filed a declaratory judgment action against its insured, a data security services provider, seeking a declaration that the insurer did not have to defend the security company against a suit by a hotel chain that alleged that the company’s negligence caused a data breach potentially exposing the chain’s customers’ credit card information.[393] The insurer argued that the personal injury provision of the commercial general liability insurance (“CGL”) policies—which provided coverage for, *inter alia*, “making known” a customer’s credit card information—did not cover the breach at hand because the breach was perpetrated by a third party and “did not result from [the defendant’s own] business activities.”[394] The district court agreed,[395] finding the reasoning in *Innovak International, Inc. v. Hanover Insurance Company* [396] to be persuasive. There, the company’s CGL policy similarly insured against the publication of “material that violates a person’s right to privacy,”[397] and the court ruled that “the only plausible interpretation of the insurance policy is that it requires the insured to be the publisher of the private information,” noting that “construing the policy to include the acts of third parties would be expanding coverage beyond what the insurance carriers were knowingly entering into.”[398] Because the policy at issue in *St. Paul Fire* defined “personal injury” similarly to the policy in *Innovak*, the court in *St. Paul Fire* applied the same third-party perpetrator distinction.[399] Defendants in *St. Paul Fire* filed their notice of appeal and their brief is expected in mid-January 2019.[400]

c. Financial Institution Bonds

A third area of contention facing courts in 2018 was whether financial institution bonds cover losses resulting from data breaches. On June 28, 2018, a bank filed a complaint in the U.S. District Court for the Western District of Virginia against its insurer for failing to provide coverage for losses resulting from a data breach that exposed customer debit card information. The bank had claimed that the Computer & Electronic (“C&E”) Crime Rider to the financial institution bond granted by the insurer covered the loss resulting from the breach.[401] The insurance company denied coverage under the C&E Crime Rider, arguing that the losses fell under the bond’s Debit Card Rider, which maintained a significantly lower coverage limit.[402] In its complaint, the bank argued that the C&E Crime Rider controlled, because the criminal activity compromised the bank’s systems, and the losses did not arise from the hackers’ stealing debit card information directly from customers.[403] The insurer answered, raising a number of defenses based on the policy language, including the ability to deny coverage for losses resulting from “fraud or dishonesty of a natural person.”[404] As with other cases regarding coverage of insurance policies for breach-related losses, the outcome of this case will likely be determined by extensive contract interpretation.

III. GOVERNMENT DATA COLLECTION

A. ELECTRONIC COMMUNICATIONS PRIVACY ACT REFORM

The ECPA,[405] passed in 1986 and amended in 1994, 2001, 2006, and 2008, was enacted to protect electronic information from unauthorized access.[406] The ECPA has three main provisions: Title I, the Wiretap Act, prohibits the interception and disclosure of another person’s oral or electronic communications unless an exception applies, such as the government obtaining a court order authorizing surveillance.[407] Title II, the Stored Communications Act (“SCA”), protects from compelled
disclosure electronically stored information held by service providers;[408] and Title III authorizes the
government to install devices, subject to a court order, that capture dialed numbers from placed calls,
without intercepting the content of those calls.[409] To obtain a court order pursuant to Title III, the
government must generally show that the information sought is relevant to an ongoing
investigation.[410]

As briefly discussed above in Section I.B.1., there were two main efforts to reform the ECPA in 2018,
only one of which was successful. On March 23, 2018, Congress passed, and President Trump signed,
the Clarifying Lawful Overseas Use of Data Act (“CLOUD Act”), which amended the SCA to allow the
government to obtain a court order for customer data stored overseas.[411] Please see the Section III.B.
for further discussion of the CLOUD Act.

The second reform effort this year, the Email Privacy Act (“EPA”),[412] failed to pass the Senate despite
bipartisan support in the House of Representatives. The EPA—included as an amendment to the House’s
National Defense Authorization Act For Fiscal Year 2019 (“NDAA”)[413]—would have codified the
Sixth Circuit’s 2010 decision in United States v. Warshak requiring law enforcement officials to obtain
a warrant based on probable cause when seeking the content of email communications.[414] It also
would have ended the ECPA’s current “180-day rule,” which allows the government to obtain email
communications without a warrant after they have been held “in electronic storage” for more than 180
days.[415] A number of prominent technology companies and civil liberties groups publicly voiced their
support for the bill in a July letter to the Senate and House Committees on Armed
Services.[416] However, the EPA was not passed as part of the Senate’s version of the NDAA and the
House ultimately conceded during the conference committee process.[417] This represents the second
time the EPA has failed to get through the Senate. In 2017, Senators Mike Lee (R-UT) and Patrick
Leahy (D-VT) proposed the ECPA Modernization Act of 2017, which included the EPA and other
reforms, but it was referred to the Senate Judiciary Committee and never received another
vote.[418] With the newly Democratic-controlled House and Republican-controlled Senate, it is unclear
what the future holds for the EPA or other reforms of the ECPA.

B. EXTRATERRITORIALITY OF SUBPOENAS AND WARRANTS AND THE CLOUD
ACT

On October 16, 2017, the United States Supreme Court granted certiorari for review of United States v.
Microsoft Corporation, which regards the scope of the government’s power to obtain information stored
overseas under the SCA.[419] The case involves Microsoft’s challenge to a federal warrant seeking data
stored at a Microsoft facility in Ireland.[420] Microsoft argued that the warrant was an inappropriate
extraterritorial application of the SCA because the law’s proper focus is on where electronic
communications are stored, and that a search and seizure occurs in the jurisdiction of the
storage.[421] The government, on the other hand, argued that the particular extraterritorial concerns
should not be outcome determinative because the SCA’s focus is on the disclosure of information, not
storage.[422] During oral argument in February, the Court suggested that Congress may be the best
arbiter and may update the law in response to this “brave new world” of extraterritorial data storage.[423]
In March, Congress passed the Clarifying Lawful Overseas Use of Data Act ("CLOUD Act") as part of the Consolidated Appropriations Act, 2018, Pub. L. 115–141. As briefly discussed above in Section I.B.1, The CLOUD Act amends the SCA by adding section 2713, which expands the geographic scope of the prior law by stating, in relevant part, that a “[service provider] shall . . . preserve, backup, or disclose the contents of a wire or electronic communication and any record or other information pertaining to a customer or subscriber within such provider’s possession, custody, or control, regardless of whether such communication, record, or other information is located within or outside of the United States.”[424] In response to the CLOUD Act, the Supreme Court issued a short per curiam opinion in United States v. Microsoft Corp. noting the mootness of the issue and vacating and remanding the case.[425]

To soften its broad reach, the CLOUD Act provides safeguards that limit the extraterritorial application to certain jurisdictions. Specifically, a motion to quash a subpoena for extraterritorial data may be granted if the required disclosure would cause the provider to violate the laws of a “qualifying foreign government.”[426] Executive branch officials will determine which countries qualify based on several factors, including whether the foreign country has entered into an appropriate executive agreement, and whether the foreign country “affords robust substantive and procedural protections for privacy and civil liberties in light of the data collection . . . .”[427]

C. FOREIGN INTELLIGENCE SURVEILLANCE ACT SECTION 702 REAUTHORIZATION

FISA[428] was passed in 1978, amended in 2008, and reauthorized for another six years in January 2018. As briefly discussed above in Section I.B.1., the purpose of FISA is to allow the U.S. government to acquire foreign intelligence information through electronic surveillance.[429] Foreign intelligence information is defined as information that allows the U.S. government to protect the country against hostile acts, sabotage or terrorism, or clandestine intelligence activities by a foreign power or agent.[430]

FISA established a specialized tribunal, the Foreign Intelligence Surveillance Court ("FISC"), to review the Attorney General’s applications for authorization of electronic surveillance.[431] In 2017 (the most recent year for which data are available), the FISC received 1,614 applications, of which 1,147 were granted without any modification, 391 were granted with modification, and 76 were denied in full or in part.[432]

FISA Section 702, passed in 2008 as part of the FISA Amendments Act, authorizes the collection of communications from foreign persons reasonably believed to be located outside of the United States.[433] Critics of FISA, including Section 702, contend that the Act violates the First and Fourth Amendments of the Constitution by allowing law enforcement to sweep up communications passing through the United States, significantly increasing the scope of the government’s surveillance power.[434]

Privacy advocates saw the pending reauthorization of FISA in late 2017 and early 2018 as an opportunity for reform, but those efforts were largely unsuccessful. The FISA Amendments Reauthorization Act of 2017—passed on January 18, 2018 and signed into law the next day—extends FISA for six years. It
reauthorizes the collection of not only those communications to or from the target of an investigation, but also those communications that simply contain a reference to a target, pending written notice to Congress that includes a FISC authorization of the program.[435] This is often referred to as “abouts” collection. One notable change, however, is a new requirement that the FBI obtain a court order based on probable cause to access the communications of U.S. persons in criminal investigations unrelated to national security.[436] FISA will next be subject to reauthorization at the end of 2023.[437]

D. COLLECTION OF CELLPHONE AND AUDIO DATA

This year, a number of court decisions addressed the issue of individuals’ privacy rights with respect to cellphone and audio data. Although most of the decisions bolstered such rights by narrowing the government’s ability to collect and search such data without a warrant, one Fourth Circuit case demonstrates that courts may be unwilling to curtail the government’s ability to conduct warrantless searches pursuant to the border search exception.

1. Supreme Court Protects Cellphone Data in Carpenter v. United States

A key issue for the Supreme Court this past year was whether the government must obtain a warrant in order to collect an individual’s cellphone site location history (“CSLI”).[438] In Carpenter v. United States, the petitioner, an individual convicted of robbery, challenged the government’s acquisition of several months’ worth of CSLI, which identified the specific cell towers with which his phone connected while making and receiving calls.[439] On appeal, Carpenter, in conjunction with a number of individuals and entities who filed amici briefs, argued that the government violated his Fourth Amendment rights when it obtained the location records from his wireless carrier without a warrant.[440] In response, the government argued that, pursuant to the “third-party doctrine” established in the 1979 Supreme Court case Smith v. Maryland, individuals have no reasonable expectation of privacy in information they voluntarily surrender to third parties, including CSLI.[441]

The Supreme Court ruled in favor of the petitioner in a June 2018 decision authored by Chief Justice Roberts and joined by the Court’s four liberal members.[442] The Court held that the Fourth Amendment requires the government to obtain a warrant to access CSLI, except in exigent circumstances.[443] In doing so, the Court reasoned that “[i]n light of the deeply revealing nature of CSLI, . . . the fact that such information is gathered by a third party does not make it any less deserving of Fourth Amendment protection.”[444] The Court also noted that individuals do not truly “share” CSLI with cellphone companies in the normal sense of the term because there is no “affirmative act on the part of the user.”[445] The Court did note, however, that the decision was limited to the collection of historical CSLI covering an extended period of time, declining to consider whether the government would be allowed to collect information covering a shorter period of time without a warrant.[446] Further, the Court refused to overrule the third-party doctrine, instead emphasizing that CSLI is “qualitatively different” from other information the Court had previously allowed the government to obtain from third parties without a warrant (e.g., telephone numbers, bank records).[447]

This decision continues the Supreme Court’s trend in recent years of increasingly limiting the government’s ability to access electronic personal information.[448] Companies that collect data from
users may now have a stronger basis for resisting requests made by law enforcement for CSLI without a warrant.

2. Massachusetts District Court Rules Fourth Amendment Protections Apply to Searches and Seizures of Cellphones at U.S. Border

On May 9, a federal district court in Massachusetts rejected the government’s contention that Fourth Amendment protections do not apply to searches and seizures of cellphones at the U.S. border.[449] In *Alasaad v. Nielsen*, several U.S. citizens challenged the ability of federal officers at U.S. ports to search electronic devices without a warrant, contending that the government must have probable cause to suspect a violation of immigration or customs laws to do so.[450] The court agreed, rejecting the government’s argument that the ruling in *Riley v. California*[451]—which requires a warrant for digital searches of cell phones incident to arrest—does not apply to the border search context, and instead reasoning that “the Supreme Court and First Circuit have acknowledged that digital searches are different too since they ‘implicate privacy concerns far beyond those implicated’ in a typical container search.”[452]

3. Fourth Circuit Rules No Warrant Needed for Cellphone Border Probe

On May 18, the Fourth Circuit held that a “month-long, off-site forensic analysis” of a cellphone constituted a “nonroutine border search” and thus required some measure of individualized suspicion on the part of law enforcement officials.[453] The defendant in *United States v. Kolsuz* was a Turkish citizen detained at an airport after being charged with arms smuggling while attempting to board a flight to Turkey, at which point Customs and Border Protection officers took custody of his phone for several weeks to search its contents.[454] On appeal, the defendant argued that the district court erred by finding the probe to have been a “nonroutine border search justified by reasonable suspicion,”[455] arguing that the privacy interest in cellphones are substantial enough to require a warrant, even under the border exception.[456] The Fourth Circuit affirmed the district court’s decision, ruling that the search was properly categorized as a border search; however, it declined to decide what measure of individualized suspicion was appropriate, even though the reasonable suspicion standard was met here, and instead concluded that agents’ reasonable reliance on precedent was enough to preclude suppression.[457] The court described the border search exception as “broad enough to reach [this] search,” despite the “temporal and spatial distance between the off-site analysis of the phone and the defendant’s attempted departure at the airport.”[458]

IV. CONCLUSION

We expect 2019 to be another significant year in the development and application of data privacy and cybersecurity law. As technology and data collection become more sophisticated, companies and governments will continue to explore the potential permissible uses of personal information. At the same time, the public will continue to debate the ideal balance between the benefits of big data and concerns for privacy and security. We will be tracking these important issues in the year ahead. Gibson Dunn is available to address any privacy or cyber concerns your business may face.
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